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Introduction

�

M
easurem

entscales
introduced

by
S.S.Stevens

in
the

1940s
for

use
in

psychophysics:
a

m
easurem

entvalue
w

as
of

scale
type

nom
inal,ordinal,

intervalor
ratio.

A
ppropriate

analysis
m

ethod
depended

on
levelof

m
easurem

ent.If
data

w
ere

notratio
level(and

notreal-valued),then
a

m
etric

m
ethod

like
principalcom

ponents
analysis

should
notbe

used.

�

B
ut...

V
ellem

an
and

W
ilkinson

(1993)
criticized

this
approach

on
the

grounds
of

being
irrelevantin

practice.

�

C
orrespondence

analysis
is

open
and

flexible
in

regard
to

inputdata
types.

B
ut

inputdata
coding

is
inextricably

linked
to

the
analysis.

C
f.how

the

�
�

distance

betw
een

profiles
becom

es,w
hen

a
particular

data
coding

is
used,the

classical

E
uclidean

distance.

�

In
other

m
ethods,standardization

by
dividing

by
data

range
is

usual,or
dividing

centred
data

values
by

the
standard

deviation.
In

corr.analysis:
data

coding.
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D
ata

analysis
=

questionnaire
analysis

(1/3)

H
om

ogeneity:
the

them
e

of
the

study
delim

its
the

dom
ain

from
w

hich
one

collects

the
data.

T
he

pointof
view

of
the

study
fixes

the
form

of
this

data.
T

hatis
to

say,it

fixes
the

levelatw
hich

one
describes

reality:
spatialdim

ensions,chem
ical

com
position,w

ord
counts,etc.

H
ow

ever
in

practice
itis

often
necessary

to
analyze

heterogeneous
sets

of
variables

collected
on

differentlevels:
qualities,integers;

continuous
quantities

of
differentnatures

or
orders

of
m

agnitudes.
O

ne
tries

in
such

cases
to

arrive
atsom

e
m

easure
of

hom
ogeneity

using
m

athem
aticaltransform

ation

or
coding.

B
y

taking
each

variable
as

a
question

containing
a

finite
setof

response

m
odes

(w
hich

is
strictly

the
case

for
a

qualitative
variable;and

w
illbe

also
for

a

quantitative
variable

if
the

intervalof
variation

is
partitioned

into
classes)

w
e

end
up

w
ith

a
quasi-universalcoding

form
at:

the
questionnaire.
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D
ata

analysis
=

questionnaire
analysis

(2/3)

E
xhaustivity:

to
determ

ine
through

analysis
how

a
certain

levelof
reality

is

ordered,in
accordance

w
ith

w
hich

axes
itis

necessary
to

have
taken

this
levelin

its

totality,or
atleastto

have
extracted

a
sam

ple
of

uniform
density.

From
this

pointof

view
,L

ouis
G

uttm
an

considered
every

finite
questionnaire

as
an

extraction
from

a

continuous
universe

of
possible

questions:
hence

the
im

portance
of

continuous

m
odels.

[...]
W

e
approxim

ate
an

exhaustive
description

by
a

nom
enclature

w
hich

is

m
ore

and
m

ore
fine-grained.

[...]
T

he
principle

of
distributionalequivalence

guarantees
thatcum

ulative
row

s
or

colum
ns

of
neighbouring

profiles
in

a
table

changes
the

results
very

little.
W

hatis
m

ore,if
starting

w
ith

a
cloud

�
��
�

w
e

form

aggregated
row

s
or

colum
ns

arbitrarily
(w

hich
therefore

could
include

distantrow
s

or
colum

ns),the
cloud

of
centres

of
these

aggregates
has

the
sam

e
principalaxes

of

inertia
as

�
��
�,butw

ith
w

eaker
m

om
ents

of
inertia.
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D
ata

analysis
=

questionnaire
analysis

(3/3)

F
idelity

of
the

geom
etric

representation:
algorithm

ic
calculations

yield
tables

of

values
and

planar
m

aps
on

the
basis

of
w

hich
w

e
recognize,as

far
as

this
is

possible,

the
structure

of
a

m
ultidim

ensionalobject

�
��
�.

In
addition,this

objecthas
to

be
a

faithfulgeom
etric

representation
of

the
system

of
properties

and
of

the
observed

relations.

U
niversality

of
processing:

by
coding

alldata
according

to
the

sam
e

form
at,i.e.a

correspondence
table,one

can
in

very
differentdom

ains
apply

the
sam

e
analysis

algorithm
s

...

Stability
of

results:
...in

the
sam

e
study

differentapproaches
seem

to
be

possible.

Itis
particularly

satisfactory
if

allapproaches
pointin

the
sam

e
direction,and

give

sim
ilar

results.
For

this
reason,itm

ay
be

usefulto
consider

a
num

ber
of

codings
of

the
sam

e
set

�,for
a

given
cloud

�
��
�.
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Scores
5

students
in

6
subjects

C
S
c

C
P
g

C
G
r

C
N
w

D
b
M

S
w
E

A
5
4

5
5

3
1

3
6

4
6

4
0

B
3
5

5
6

2
0

2
0

4
9

4
5

C
4
7

7
3

3
9

3
0

4
8

5
7

D
5
4

7
2

3
3

4
2

5
7

2
1

E
1
8

2
4

1
1

1
4

1
9

7

C
S
c

C
P
g

C
G
r

C
N
w

D
b
M

S
w
E

m
e
a
n

p
r
o
f
i
l
e
:

.
1
8

.
2
4

.
1
2

.
1
2

.
1
9

.
1
5

p
r
o
f
i
l
e

o
f

D
:

.
1
9

.
2
6

.
1
2

.
1
5

.
2
0

.
0
8

p
r
o
f
i
l
e

o
f

E
:

.
1
9

.
2
6

.
1
2

.
1
5

.
2
0

.
0
8

Scores
(outof

100)
of

5
students,A

–E
,in

6
subjects.

Subjects:
C
S
c

:
C

om
puter

Science
Proficiency,C

P
g

:
C

om
puter

Program
m

ing,C
G
r

:
C

om
puter

G
raphics,C

N
w

:

C
om

puter
N

etw
orks,D

b
M

:D
atabase

M
anagem

ent,S
w
E

:Softw
are

E
ngineering.
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Scores
5

students
in

6
subjects

(C
ont’d.)

�

C
orrespondence

analysis
highlights

the
sim

ilarities
and

the
differences

in
the

profiles.

�

N
ote

thatallthe
scores

of
D

and
E

are
in

the
sam

e
proportion

(E
’s

scores
are

one-third
those

of
D

).

�

N
ote

also
thatE

has
the

low
estscores

both
in

absolute
and

relative
term

s
in

all

the
subjects.

�

D
and

E
have

identicalprofiles:
w

ithoutdata
coding

they
w

ould
be

located
at

the
sam

e
location

in
the

outputdisplay.

�

B
oth

D
and

E
show

a
positive

association
w

ith
C
N
w

(com
puter

netw
orks)

and
a

negative
association

w
ith

S
w
E

(softw
are

engineering)
because

in
com

parison

w
ith

the
m

ean
profile,D

and
E

have,in
their

profile,a
relatively

larger

com
ponentof

C
N
w

and
a

relatively
sm

aller
com

ponentof
S
w
E

.
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W
e

need
to

clearly
differentiate

betw
een

the
profiles

of
D

and
E

,w
hich

w
e

do

by
doubling

the
data.

�

D
oubling:

w
e

attribute
tw

o
scores

per
subjectinstead

of
a

single
score.

T
he

“score
aw

arded”,
�
����
�

�,is
equalto

the
initialscore.

T
he

“score
not

aw
arded”,�

����
�

�,is
equalto

its
com

plem
ent,i.e.,�

�
�
�
�
����
�

�.

�

L
ever

principle:
a

“�

”
variable

and
its

corresponding
“�

”
variable

lie
on

the

opposite
sides

of
the

origin
and

collinear
w

ith
it.

�

A
nd:

if
the

m
ass

of
the

profile
of

�
�

is
greater

than
the

m
ass

of
the

profile
of

�
�

(w
hich

m
eans

thatthe
average

score
for

the
subject

�

w
as

greater
than

50
outof

100),the
point

�
�

is
closer

to
the

origin
than

�
�

.

�

W
e

w
illfind

thatexceptin
C
P
g

,the
average

score
of

the
students

w
as

below
50

in
allthe

subjects.
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D
ata

coding:
D

oubling

C
S
c
+

C
S
c
-

C
P
g
+

C
P
g
-
C
G
r
+

C
G
r
-

C
N
w
+

C
N
w
-

D
b
M
+

D
b
M
-

S
w
E
+

S
w
E
-

A
5
4

4
6

5
5

4
5

3
1

6
9

3
6

6
4

4
6

5
4

4
0

6
0

B
3
5

6
5

5
6

4
4

2
0

8
0

2
0

8
0

4
9

5
1

4
5

5
5

C
4
7

5
3

7
3

2
7

3
9

6
1

3
0

7
0

4
8

5
2

5
7

4
3

D
5
4

4
6

7
2

2
8

3
3

6
7

4
2

5
8

5
7

4
3

2
1

7
9

E
1
8

8
2

2
4

7
6

1
1

8
9

1
4

8
6

1
9

8
1

7
9
3

D
oubled

table
of

scores
derived

from
previous

table.
N

ote:
allrow

s
now

have
the

sam
e

total.
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F
actor 1 (77%

 inertia)

Factor 2 (18% inertia)

-0.4
-0.2

0.0
0.2

0.4

-0.2 -0.1 0.0 0.1 0.2 0.3 0.4

A

B
C

D

E

C
S

c+

C
S

c-

C
P

g+

C
P

g-

C
G

r+

C
G

r-

C
N

w
+

C
N

w
-

D
bM

+

D
bM

-

S
w

E
+

S
w

E
-



InputD
ata

C
oding

in
C

orrespondence
A

nalysis
–

F
M

urtagh
11

��

��

C
oding:

Term
inology

�

C
ontingency

table

�

D
escription

table

�

M
ixed

qualitative
and

quantitative
data

�

Table
of

scores

�

D
oubling,lever

principle

�

C
om

plete
disjunctive

form
[looked

atnext...]

�

Fuzzy,piecew
ise

linear,or
barycentric

coding
[A

lso
looked

atnext...]

�

Personalequation

�

D
ouble

rescaling
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C
om

plete
disjunctive

form

�

R
esponses

of
a

setof
subjects

to
a

setof
questions

are
coded

as
boolean

(or

logical)
values.

�

L
et

�

be
a

setof
subjects

�,

�

a
setof

questions

	,

�

a
setof

the
response

categories
corresponding

to
the

question

	;w
e

suppose
thatthe

response
of

any

subjectto
a

question

	

falls
under

one
of

the
categories



� .

�



is
the

union
of

allthe



� ,for
	

belonging
to

�

,i.e.


is
the

setof
allthe

response
categories

pertaining
to

allthe
questions.

�
�
�
�

is
the

table
of

responses.
W

ith
each

individual,a
row

of
the

data
table

is

associated.

�

To
each

question

	

there
corresponds

a
block



�

of
colum

ns.

�
�����
�
�

if
the

subject

�

chooses
the

category

�,and
zero

otherw
ise.

H
ence

in
the

row

�

in
each

block



�

there
is

a
1

in
the

colum
n

pertaining
to

the
response

category

�

chosen

by
the

subjectfor
the

question

	,and
zeros

elsew
here.
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�

T
he

totalof
each

row
of

the
table

�

is
therefore

equalto
the

num
ber

of

questions.

�

R
em

ark
on

B
urttable.

T
he

analysis
of

a
table

�
�



in
com

plete
disjunctive

form
atfurnishes

for
the

setof
categories




principalcoordinates
w

hich
(w

ithin

a
constantcoefficient)

are
the

sam
e

as
those

obtained
by

analyzing
the

B
urt

table

�
��

�

.W
e

have:

�
�����
��
�

the
num

ber
of

individuals

�

of

�

belonging

sim
ultaneously

to
both

the
categories

�
and

�
�.

T
he

B
urttable

is
a

true

contingency
table.



InputD
ata

C
oding

in
C

orrespondence
A

nalysis
–

F
M

urtagh
14

��

��

F
uzzy

coding
(1/2)

1
2

3

0 1

H
inges or pivots

180
hinge 2

                    200                                 235
        value of v                        hinge 3
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F
uzzy

coding
(2/2)

H
inges

used
in

piecew
ise

linear
(or

fuzzy,or
barycentric)

coding.

H
inges:

(125,180,235)

Show
n

above
are

hinges

�
�

�
�
�
�

and

�
�

�
�
	

.

H
ow

w
illthe

value

�
�
�
�
�

be
coded?

T
he

value
200

lies
betw

een
the

second
and

the
third

hinges,therefore
the

first

category, �
� ,is

zero.

T
he

value
200,lying

betw
een

the
m

iddle
and

lasthinges,can
be

considered
as

the

barycentre
(w

eighted
average)

of
these

tw
o

hinges
w

ith
appropriate

m
asses

adding

up
to

1.
T

he
value

200
is

at20/55
units

from
the

second
hinge

180,and
35/55

units

from
the

third
hinge

235.

T
he

value
200

is
therefore

coded
as

(0,35/55,20/55)
=

(0,.64,.36).
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Test
of

fuzzy
coding

on
F

isher
iris

data

�

Fisher
iris

data
(Fisher,1936).

�

150
observations

(iris
flow

er),4
m

easurem
ents

on
each

(sepaland
petalw

idth

and
length).

R
ealvalues.

�

C
lass

1
=

obs.1–50
w

elldistinguished
from

others.

�

C
lasses

2
and

3
=

resp.obs.51–100,and
101–150.

�

W
e

used
principalcom

ponents
analysis

on
given

data,w
ith

standardization
to

zero
m

ean
and

unitvariance
for

the
variables.

�

W
e

also
em

ployed
a

fuzzy
coding

w
ith

tw
o

pivots
atthe

33rd
and

66th

percentiles.
(W

hy
this

choice?
To

have
equalw

eighting
in

each
category.)

�

O
ne

m
otivation

for
such

fuzzy
coding:

m
ultim

odality
in

histogram
s

of
the

variables.

�

Figures
to

follow
.

W
e

conclude:
fuzzy

coding
is

com
petitive...
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H
istogram

s
of

variables
of

iris
data

4
5

6
7

8

0 5 10 15 20 25 30

V
ariable 1

2.0
2.5

3.0
3.5

4.0
4.5

0 10 20 30

V
ariable 2

0
2

4
6

0 10 20 30 40 50

V
ariable 3

0.0
0.5

1.0
1.5

2.0
2.5

0 10 20 30

V
ariable 4
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P
C

A
principalplane

of
iris

data

1 1
1

11

1

1

1

1

1

1 1

1

1

1

1

1 1

1

1
1

1

1
1 1

111 1 1 1

1

11 1

1

1

1

1

1
1 1

1

1

1

1

1

1

1

1

P
rincipal com

ponents analysis of F
isher iris data

P
rincipal com

ponent 1 (92.5%
 variance)

Principal component 2 (5.3% variance)

2
4

6
8

10

-7.0 -6.5 -6.0 -5.5 -5.0 -4.5 -4.0

2

2

2

2

2

2

2

2

2

2

2

2

2

2
2

2

2
2

2
2

2
2

2

2

2

2
2

2

2

2

2
2

2
2

2

2

2

2
2 2

2

2

2

2

22 2

2

2

2

3

3

3

3
3

3

3

3

3

3

3

3

3

3

3

3 3

3

3

3

3

3

3

3

3

3

33
3

3
3

3

3
3

3

3

3
3

3

3

3

3

3

3
3

3

3

3
3

3
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C
A

of
fuzzily

coded
iris

data,3
pivots

1

1

1

1

1

1

1

1

1

1
1

1

1

1

1
1

1
1

1
1

1

1

1

1
1

1

1

1

1
1

1
1

1

1

1
1

1
1

1

1

1

1

1

1

1
11

C
orrespondence analysis of iris data, fuzzy coding, 3 pivots

F
actor 1 (34.1%

 inertia)

Factor 2 (16.0% inertia)

-1.5
-1.0

-0.5
0.0

0.5
1.0

-1.0 -0.5 0.0 0.5

2

2

2

2

2
2

2

2

2

2

2

2

2

2
2

2

2

2

2
2

2

22

2

2

2

2

2

2

22
2

2

2

2

2
22

2

2 2

2

2

2
2

2

2
2

2

2
3

3

3

3

3

3

3
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C
A

of
123-dim

ensionalbooleanized
iris

data
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P
ersonalequation

�

“T
he

practice
of

correspondence
analysis

has
how

ever
established

thatw
e

gain

by
considering

the
m

ean
of

the
scores

attributed
by

a
given

subjectas
the

zero-pointof
the

scale
adopted

by
him

,in
order

to
use

this
zero

for
rescaling

the

scores
betw

een

�
�

and
�
�”

(B
enzécri,1989c).

T
his

is
done

using
a

form
ula

know
n

as
personalequation,particular

to
each

subject.

�

For
each

subject

�,the
rescaling

betw
een

�
�

and

�
�

of
allthe

scores
attributed

by
him

or
her

is
done

by
com

puting
their

m
ean

(a
v
e

),m
axim

um
(m
a
x

)
and

m
inim

um
(m
i
n

).T
he

scores
are

firstcentred
by

subtracting
the

m
ean

from

them
.T

hen
allthe

positive
scores

are
divided

by
(m
a
x

�

a
v
e

);allthe
negative

scores
are

divided
by

(a
v
e

�

m
i
n

);thus
the

scores
given

by
the

subject

�

vary

from

�
�

to

�
�.

�

N
ow

let

�
�����

be
a

rescaled
score;w

e
code

itacross
three

categories
by

applying
the

form
ula:
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i
f

k
(
i
,
j
)

<
=

0
t
h
e
n

k
(
i
,
j
+
)
=

0

k
(
i
,
j
=
)
=

1
+
k
(
i
,
j
)

k
(
i
,
j
-
)
=

k
(
i
,
j
)

e
l
s
e

k
(
i
,
j
+
)
=

k
(
i
,
j
)

k
(
i
,
j
=
)
=

1
-
k
(
i
,
j
)

k
(
i
,
j
-
)
=

0

e
n
d
i
f

�

Itis
easy

to
recognize

a
barycentric

principle
in

this
coding,since

the
sam

e

resultis
achieved

if
w

e
used

the
m
i
n

,a
v
e

,m
a
x

of
each

row

�

as
the

hinges
for

barycentrically
coding

allthe
scores

in
thatrow

.
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D
ouble

scaling

�

U
se

of
the

personalequation
on

both
I

and
J.

�

H
ere,too,itis

a
barycentric

coding.

�

“Itshould
how

ever
be

borne
in

m
ind

thatthe
larger

the
num

ber
of

transform
ations

effected
on

the
data,the

m
ore

circum
spectone

should
be.

O
ne

of
the

w
ays

of
ensuring

thatthe
coding

does
notdistortthe

data
is

to
check

the

coherence
of

the
results

after
each

transform
ation.”
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Som
e

conclusions
for

the
financialcase

study
to

follow

�

U
sing

categoricalor
qualitative

coding
m

ay
allow

structure,im
perceptible

w
ith

quantitative
data,to

be
discovered.

�

Q
uantile-based

categoricalcoding
(i.e.,the

uniform
prior

case)
has

beneficial

properties.

�

A
n

appropriate
coding

granularity,or
scale

of
problem

representation,should
be

sought.

�

In
the

case
of

a
tim

e-varying
data

signal(w
hich

also
holds

for
spatialdata,

m
utatis

m
utandis)

non-respectof
stationarity

should
be

checked
for:

the

consistency
of

our
results

w
illinform

us
aboutstationarity

presentin
our

data.

�

Structures
(or

m
odels

or
associations

or
relationships)

found
in

training
data

are

validated
on

unseen
testdata.B

utif
a

data
setconsistently

supports
or

respects

these
structures

then
a

fortiorileaving-�

-outcross-validation
is

achieved.
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�

D
eparture

from
average

behavior
is

m
ake

easy
in

the
analysis

fram
ew

ork

adopted.
T

his
am

ounts
to

fingerprinting
the

data,i.e.determ
ining

patterns
in

the

data
thatare

characteristic
of

it.
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E
fficient

m
arket

hypothesis
and

geom
etric

B
row

nian
m

otion

�

E
fficientm

arkethypothesis
(Sam

uelson,1965):
if

�
�

is
the

value
of

a
financial

asset,then
the

expected
value

attim
e



�
�

is
related

to
previous

values
as

follow
s.

�
�
�
�
�
�

�
�
� ��
� �����
� �
�
�
�

�

W
hen

stochastic
processes

satisfy
this

conditionalprobability,they
are

term
ed

m
artingales

(D
oob,1953).

�

A
n

im
plication

of
the

efficientm
arkethypothesis

is
thatprice

changes
are

not

predictable
from

a
historicaltim

e
series

of
these

prices.

�

D
ifferenced

values
of

the
tim

e
series

w
ith

constanttim
e

steps
are

studied

through
B

row
nian

m
otion:

for

�
�
�
�
�

,the
variable

�
�
�
�

�
�
�

is

independentof
all

�
� ��
�

,and

follow
s

a
G

aussian
distribution.

�

A
s

in
the

efficientm
arkethypothesis,in

B
row

nian
m

otion
a

future
price



InputD
ata

C
oding

in
C

orrespondence
A

nalysis
–

F
M

urtagh
27

��

��

depends
only

on
the

presentprice,and
notatallon

the
pastprices.

Furtherm
ore

in
B

row
nian

m
otion,price

difference
is

G
aussian.

�

T
hese

difficulties
w

ith
B

row
nian

m
otion

in
financialtim

e
series

are
avoided

w
ith

geom
etric

B
row

nian
m

otion.
In

geom
etric

B
row

nian
m

otion,the
variable

�
�
�
� �
�
�

is
notdependenton

any

�
� ��
�

,and

��


��
�
�
� �
�
� �

is
G

aussian.

T
herefore

the
ratio

of
price

�
�
�
�

to
presentprice

�
�

follow
s

a
lognorm

al

distribution,and
is

independentof
allpastprices.W

ith
drift

�

and
volatility

�

,

geom
etric

B
row

nian
m

otion
satisfies

�
�
�
� �
�
�
�
��
�

��
�
�
��
�
�.

�

U
sing

crude
oildata,R

oss
(2003)

show
s

how
structure

can
be

found
in

apparently
geom

etric
B

row
nian

m
otion,through

data
recoding.

�

C
onsidering

m
onthly

oilprice
values,

�
���,and

then

�
���
�
��


��
����,and

finally

�
���
�
�
���
�
�
��
�
�
�,a

histogram
of

�
���

for
all

�

should

approxim
ate

a
G

aussian.

�

T
he

follow
ing

recoding,though,gives
rise

to
a

som
ew

hatdifferentpicture:

response
categories

or
states

1,2,3,4
are

used
for

values
of

�
���

less
than

or

equalto

�
�
��
�,betw

een
the

latter
and

0,from
0

to

�
��
�,and

greater
than

the
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latter.

�

T
hen

a
cross-tabulation

of
states

1
through

4
for

�
�
�
� ,againststates

1
through

4

for

�
� ,is

determ
ined.

T
he

cross-tabulation
can

be
expressed

as
a

percentage.

U
nder

geom
etric

B
row

nian
m

otion,one
w

ould
expectconstantpercentages.

T
his

is
notw

hatis
found.

Instead
there

is
appreciable

structure
in

the

contingency
table.

�

To
address

the
issue

of
num

ber
of

coding
states

to
use,in

order
to

search
for

latentstructure
in

such
data,one

approach
thatseem

s
very

reasonable
is

to

explore
the

dependencies
and

associations
based

on
fine-grained

structure;and

include
in

this
exploration

the
possible

aggregation
of

the
fine-grained

states.
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U
se

of
correspondence

analysis

�

W
e

use
quantile

coding
m

otivated
(i)

by
the

desire
on

our
partto

find
structure

in
B

row
nian

m
otion

signals,and
(ii)

by
the

factthatitlends
itself

w
ell(in

thatit

furnishes
a

uniform
m

ass
density)

to
the

analysis
and

display
properties

of

correspondence
analysis.

�

W
e

use
an

overly
fine-grained

setof
coding

categories,so
thata

satisfactory

outcom
e

(a
satisficing

solution
in

scheduling
term

inology)
is

obtained
by

aggregating
these

categories.

�

To
aggregate

the
fine-resolution

coding
categories

used,w
e

need
strongly

associated
coding

categories.

�

L
ess

influentialcoding
categories

are
soughtin

order,possibly,to
bypass

them

later
in

practicalapplication.

�

In
addition

w
e

w
illtake

into
accountpossible

non-stationarity
over

the
tim

e

period
of

the
data

stream
.
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�

G
eneralizing

the
leaving-�

-outapproach
to

validation,w
e

w
illseek

consistency

of
results

obtained
for

sub-intervals.
If

w
e

can
experim

entally
show

thatall

possible
sufficiently-sized

sub-intervals
of

the
tim

e
series

m
anifestthe

sam
e

results,then
a

fortioriw
e

are
exem

plifying
how

unseen
data

w
illbehave.
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C
onsistency

for
4

different
tim

e
series

intervals
(i,m

,k,n)

F
actor 1: 39.36%

 of inertia

Factor 2: 20.24% of inertia
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V
A

C
O

R
for

atypicalprice
m

ovem
ents

Table
crossing

clusters
(on

�)
and

coordinates
(


),giving
correlations

and

contributions
(as

thousandths).
C

lusters
retained

here:
65,68,69,70,71,72,73.

C
oordinates:

j1,j2,...j10.

T
o
p

o
f

h
i
e
r
a
r
c
h
y

a
g
g
l
o
m
e
r
a
t
i
o
n
s
:

(
(

6
5

(
7
3

(
6
9

7
1

)
)
)

(
7
0

(
6
8

7
2

)
)

)

C
l
u
s
t
e
r

6
5
:

k
9

n
9

k
7

n
7
i
4

m
9

P
r
e
d
o
m
i
n
a
n
t
:

9
C
l
u
s
t
e
r

6
8
:

i
3

k
3

m
3

m
4
i
2

m
2

k
2

n
2

P
r
e
d
o
m
i
n
a
n
t
:

2
,

3
C
l
u
s
t
e
r

6
9
:

n
6

i
8

m
7

P
r
e
d
o
m
i
n
a
n
t
:

n
o
n
e

C
l
u
s
t
e
r

7
0
:

i
1
0

m
1
0

i
9

k
1
0

n
1
0

P
r
e
d
o
m
i
n
a
n
t
:

1
0

C
l
u
s
t
e
r

7
1
:

i
6

k
4

n
4

m
8
k
8

n
8

P
r
e
d
o
m
i
n
a
n
t
:

8
C
l
u
s
t
e
r

7
2
:

i
1

m
1

k
1

n
1

P
r
e
d
o
m
i
n
a
n
t
:

1
C
l
u
s
t
e
r

7
3
:

i
5

m
5

n
3

k
5
n
5

k
6

i
7

m
6

P
r
e
d
o
m
i
n
a
n
t
:

5

C
l
u
s
t
e
r
s

6
5

t
h
r
o
u
g
h

7
3

r
e
p
r
e
s
e
n
t

t
h
e

i
n
p
u
t

c
o
d
i
n
g

c
a
t
e
g
o
r
i
e
s
.

C
o
o
r
d
i
n
a
t
e
s

j
1

t
h
r
o
u
g
h

j
1
0

r
e
p
r
e
s
e
n
t

t
h
e

o
u
t
p
u
t

c
o
d
i
n
g

c
a
t
e
g
o
r
i
e
s
.
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T
o
p

o
f

h
i
e
r
a
r
c
h
y

a
g
g
l
o
m
e
r
a
t
i
o
n
s

f
o
r

o
u
t
p
u
t

c
o
d
i
n
g

c
a
t
e
g
o
r
i
e
s
:

(
1

(
1
6

(
1
4

1
5
)

)
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j
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j
1
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j
1
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j
1
6

j
1

j
2
,
j
3
,
j
7

j
8
,
j
9
,
j
1
0

j
4
,
j
5
,
j
6

v
e
r
y

l
o
w

l
o
w
,

h
i
g
h
/

m
i
d
d
l
e

s
p
o
i
l
e
d

v
e
r
y

h
i
g
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Som
e

conclusions
from

the
financialcase

study

�

C
oding

allow
s

us
to

find
structure

(patterns)
in

data
w

hich
w

ould
nototherw

ise

be
found.

�

H
ow

can
this

w
ork?

W
e

are
adding

sem
antic

inform
ation

to
the

data.
C

f.earlier

quotation
from

B
enzécri:

to
say

thata
patienthas

a
tem

perature
of

36.9
degrees

is
really

only
m

eaningfulin
relation

to
w

hatis
expected

or
norm

al.A
dditionally,

an
interpretation

leading
to

a
decision

is
based

on
additionalsem

antics.

�

W
e

have
again

the
m

ultiple
perspectives

provided
by

the

�
�

and
E

uclidean

m
etrics,and

ultram
etric.

�

V
A

C
O

R
is

a
w

ay
to

study
clusters

of
observations,and

clusters
of

variables.

�

Studying
clusters

on

�

and




is
one

w
ay

to
address

the
question:

W
hatis

the

m
ostappropriate

resolution
scale

for
analyzing

the
given

problem
?

�

C
orr.

analysis
provides

a
m

ulti-m
odal,m

ulti-facteted
analysis

toolbox.


